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Question 1. [20 marks for the whole question]

The following is a C program for heapsort.

```c
#include <stdio.h>
int a[100], i, n;
void siftup(int p, int q){
    int j, k, y, z;
    y=a[p]; j=p; k=2*j;
    while(k <= q){
        z=a[k];
        if(k<q)
            if(a[k]<a[k+1]) {k++; z=a[k];}
        if (y>=z) break;
        a[j]=z; j=k; k=2*j; // larger son goes up
    }
    a[j]=y;  // y settles down
}
void buildheap(){
    int i;
    for(i=n/2; i>=1; i--)siftup(i, n);
}
void heapsort(){int w;
    for(i=n;i>=2;i--)
        w=a[1]; a[1]=a[i]; a[i]=w;  //a[1] and a[i] swapped
        siftup(1,i-1);
}
main(){
    scanf("%d", &n);
    getchar();
    for(i=1;i<=n;i++)scanf("%d", &a[i]);
    buildheap();
    heapsort();
    for(i=1;i<=n;i++)printf("%d ", a[i]);
}
```

The heap used is a so-called max-heap, that is, the maximum at the root. The idea of “siftup” is to copy a[p] to y and traverse down the tree, moving the larger son, z, to the parent position until y becomes larger or we hit the bottom of the tree. Then y settles at the position.

When we come down the tree, we need two comparisons at each level; one for choosing the larger son, and one for comparison between y and the larger son.

(1) If we apply siftup(1, 10) to the heap in array a = (12, 10, 8, 6, 9, 5, 7, 3, 2, 1, 4) after a[1] and a[11] are swapped, we have the following trace. See Figure 1. Following this example, trace siftup(1, 10) when applied to a = (12, 10, 8, 9, 6, 5, 7, 3, 2, 1, 4) after a[1] and a[11] are swapped. That is, apply siftup(1, 10) on a=(4, 10, 8,
9, 6, 5, 7, 3, 2, 1, 12). Data movements are shown by arrows. The new value of each node is at the left of each node. [5 marks]

(2) We want to minimize the number of key comparisons. Suppose we keep moving the larger son up without comparing it with y, arriving at the bottom of the tree. That is, we remove line 10. The leaf is not necessarily the resting position for y; maybe a few levels up. See Figure 2. A partially done C program for the new siftup follows.

```
void siftup(int p, int q){
    int j, k, y, z;
    y=a[p]; j=p; k=2*j;
    while(k <= q){
```
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z=a[k];
if(k<q){if(a[k]<a[k+1]) {k++; z=a[k];}}
al[j]=z; j=k; k=2*j; // Data movement; larger son goes up.
}
a[0]=99; // 99 for infinity
while(y>__){a[j]=a[j/2]; j=j/2;} // a[j/2] goes down
a[j]=y;
}  

Fill the unfinished part (underlined). Explain why this version is more efficient for sorting the random data. Trace this siftup for siftup(1, 10) on a=(4, 10, 8, 9, 6, 5, 7, 3, 2, 1, 12). [10 marks]

(3) In the above version, data movements take place along the path from the root to the node at the bottom specified by index j at the end of the first while loop. We do not need all of these data movements. Data only need to move above the final resting position. We write such siftup. Fill the blank part. Trace this siftup(1, 10) on the same a as in (2). [5 marks]
void siftup1(int p, int q){
  int j, k, x, y;
  y=a[p]; j=p; k=2*j;
  while(k <= q){     // To find the path of larger sons to the bottom
    if(k<q)if(a[k]<a[k+1])k++;
    j=k; k=2*j;       // No data movement
  }
  (** Fill this part ***)
}

Question 2. [15 marks for the whole question]
The single pair shortest path problem is to find the shortest path between a pair (s, t). We call s the source and t the sink. We extend Dijkstra’s algorithm for the single source shortest path problem to a single pair problem by a bi-directional approach. The basic idea is that in phase 1 we expand the solution set S from s in the forward direction of edges and the solution set T from t in the backward direction of edges until there is a non-empty intersection of S and T. Then in phase 2, we compute the shortest path that uses only vertices in S \cup T. Infinity is given by 99. c[v,w] is the cost of edge (v, w). We assume c[v, v]=0 for edge (v, v). The algorithm follows.

/** Phase 1 ***/
1. S={s}; T={t};
2. for v in V do d[v]=c[s, v];
3. for v in V do e[v]=c[v, t];
4. while S \cap T =\emptyset (empty) do begin
5.   Let v be vertex u in V-S such that d[u] is minimum;
6.   Put v in S;
7.   for w in V-S do d[w]=min{d[w], d[v]+c[v, w]};
8.   Let v be vertex u in V-T such that e[u] is minimum;
9.   Put v in T;
10.  for w in V-T do e[w]=min{e[w], e[v]+c[w, v]};
11. end;
/** Phase 2 ***/
12. d[s, t]=99;
13. for v in S do
14. **for** w in T **do**
15. **if** there is an edge (v, w) **then**
   \[ d[s, t] = \min\{d[s, t], d[v] + c[v, w] + e[w]\} \]

(1) The following is a partial trace of the algorithm for the shortest path from s=1 to t=7 with the following graph. Complete the trace. An iteration means a snapshot at the end of while loop. For phase 2, check all possible edges (v, w) such that v in S and w in T. [5 marks]

![Graph](image)

**Iteration 1:**
- v=2, \( S = \{1, 2\} \)
- v=6, \( T = \{6, 7\} \)
- \( d = (0, 2, 5, 14, 99, 99, 99, 99) \)
- \( e = (99, 99, 99, 8, 12, 5, 0, 99) \)

**Iteration 2:**
- v=3, \( S = \{1, 2, 3\} \)
- v=4, \( T = \{4, 6, 7\} \)
- \( d = (0, 2, 5, 11, 9, 99, 99, 11) \)
- \( e = (99, 20, 14, 8, 11, 5, 0, 99) \)

(2) Prove that we can check only vertices in \( S \cup T \) in phase 2 to finalize the shortest distance. In the example vertex 8 is not checked in phase 2. [5 marks]

(3) A rough analysis of computing time follows. Suppose phase 1 ended with \(|S|=|T|=k\). We do experiment of generating v at random in S, and see if it can hit an element in T. The probability that it can hit T is \( k/n \). The expected number of trials for hitting is \( n/k \). Thus from the equation \( k=n/k \), we have \( k=n\frac{1}{2} \) for the expected value of k. The body of the while loop can be done in \( O(n) \) time. Thus phase 1 takes \( O(n^{3/2}) \) expected time. How much time is needed for phase 2? [5 marks]

**Question 4.** [15 marks for the whole question]

(1) The following is the Kruskal algorithm for the minimum cost spanning tree. The algorithm is partially executed. Name vector is to tell the name of tree to which a vertex v belongs. \( s[v]=k \) means vertex v belongs to the tree named k. Along with the name vector are the edge inspected and the number of name changes. Finish the trace. Confirm the total number of name changes does not exceed \( n\log_2(n) \) with \( n=9 \).

Note. \( \log_2(9)=3.17 \). [5 marks]

Sort edges in non-decreasing order into list L
Initialize name vector s to \( s=(1, 2, \ldots, n) \), that is, \( s[i]=i \) for \( i=1, \ldots, n \)
while the number of trees is greater than 1 do begin
    Delete an edge from the first position in L, and let it be (v, w)
    if $s[v]$ is not equal to $s[w]$ then merge smaller tree to the larger tree by changing
    the names of smaller to that of larger
end

(2) Let us measure the number of name changes. Whenever $s[v]$ changes, $v$ will join a
  tree which is at least twice as big. Thus each vertex goes through at most $\log_2 n$ name
  changes, meaning the total number of name changes is bounded by $n \log(n)$. We
  assume the base of logarithm is 2 from this point onwards. In following we have a
  sharper analysis. We prove that the total number of name changes, $C$, to complete
  the algorithm is bounded by $C \leq \frac{1}{2} n \log(n)$.
  
  The proof is by induction. Theorem it true for $n=1$, that is, no name change. We
  assume $T_1$ and $T_2$, whose sizes are $n_1$ and $n_2$ with $n_1+n_2=n$, are merged at the last step.
  Suppose the theorem is true for trees of size up to $n$. Then by induction we have

  \[ C \leq \min\{n_1, n_2\} + \frac{1}{2}(n_1 \log n_1 + n_2 \log n_2) \]

  (*** Fill this part ****)

  \[ \leq \frac{1}{2}(n_1+n_2)\log(n_1+n_2) = (1/2)n\log(n) \]

END OF PAPER